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What i1s Hugging Face?

 Platform that is transforming the field
of ML and Al through open source
and open science

* |t offers thousands of ML models, a

datasets and demo apps.

The Al community
building the future.

» Likewise to GitHub, collaboration
with other ML experts is possible

 Link: huggingface.co
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http://www.huggingface.co/

Why Is this useful for our datathon?

 Leverage state-of-the-art open-source LMMs that are developed by ML
experts from all over the world

« On Hugging Face,
« > 300000 open-source pre-trained models &
e > 100000 datasets

are available
* |t offers webpages (Spaces) where you can test several models easily

Leuven Statistics Research Centre KU LEUVEN



Exploring the platform

v %  Models - Hugging Face x  + = O X

&€ - C @ <% huggingface.co/models g 3 = 4 @ :

/¥ Hugging Face Q. Search models, datasets, user: @ Datasets [ Spaces @ Posts © Docs (7 Enterprise Pricing ~=  Login (@JEullVs]

Full-text search T Sort: Trending

Libraries Datasets Languages Licenses Models 1,399,7
Other

Filter Tasks by name

~ deepseek-ai/DeepSeek-R1

Text Generation « Updated a 7.81k
Multimodal
I Audio-Text-to-Text [ Image-Text-to-Text ~ deepseek-ai/Janus-Pro-78B
@ Visual Question Answering
Es  Document Question Answering
[5 Video-Text-to-Text Il Any-to-Any 1 3.3k
Computer Vision
® valueFX9507/Tifa-Deepsex-14b-CoT-GGUF-Q4
Depth Estimation 3 Image Classification © Re nt Learning « Updated about 22 hours ago 30.7k « © 316

Object Detection 7 Image Segmentation

o &
Text-to-image [  Image-to-Text - hexgrad/Kokoro-82M

-to-Speech « Updated 7 ¢ 2.94k

B Image-to-image & Image-to-Video
e w2 :
& Unconditional Image Generation w mistralai/Mistral-Small-24B-Instruct-2501
%3 Video Classification U Text-to-Video Text Generation - Updated 7d 666

Zero-Shot Image Classification

i @ unsloth/DeepSeek-R1-GGUF

Bl Mask Generation 7 Text Generation - Updated about 6 hours ago L 713k 659
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v ¥ deepseek-ai/DeepSeek-R1-Hu X = + = O X

¢« - C M@ % huggingface.co/deepseek-ai/DeepSeek-R1 w & 0 :

. Hugging Face Q Search models, datasets, user: # Models Datasets [/ Spaces @ Posts  Docs (7 Enterprise Pricing ~= Login @IulVs)

 deepseek-ai DeepSeek-R1 T Qlike 7.81k  Follow & DeepSeek 29.8k

[»  Text Generation @ Transformers 8 Safetensors deepseek_v3 conversational custom_code fp8 Y arxiv:2501.12948 ™ License: mit

# Modelcard ‘I Filesand versions ¢ Community i S Trainv 7 Deploy~
Downloads last month
DeepSeek-R1 2,151,776 M

deepseel( £ Safetensors
Modelsize 685Bparams Tensortype BF16 F8_EAM3 F32 7

4 Inference Providers rew * Together Al

[ Text Generation Examples v
DeepSeek Homepage © Chat DeepSeek R1 & Hugging Face 355
@ Discord DeepSeek Al | ®% WeChat DeepSeek Al deepseek ai
MIT Input a mess

ge to start chatting with deepseek-ai/DeepSeek-R1

Paper Link@®

1. Introduction

We introduce our first-generation reasoning models, DeepSeek-R1-Zero and

DeepSeek-R1. DeepSeek-R1-Zero, a model trained via large-scale reinforcement
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Different applications

Libraries Datasets Languages Licenses

 Every model is designed for one (or =
more) SpeCIfIC taSk(S) Filter Tasks by name
Multimodal

* Question Answering

. . % Audio-Text-to-Text ~ [% Image-Text-to-Text
’ ZerO-ShOt ClaSSIflcatlon [@  Visual Question Answering
® TranS|atIOn B Document Question Answering
Y Summ arl 7 atl on Video-Text-to-Text il  Any-to-Any
 Text Generation

27

Computer Vision
= Depth Estimation ¥ Image Classification

©o  Object Detection %4 Image Segmentation
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Accessing these models

* Throughout libraries within Python

Tasks Datasets Languages Licenses
Other

Filter Libraries by name

O PyTorch  IF TensorFlow % JAX
= Safetensors  #® Transformers  PEFT
TensorBoard GGUF # Diffusers
stable-baselines3 ¢ OMNNX
4% sentence-transformers ml-agents

TF-Keras  Adapters MLX  setfit
timm sample-factory Keras & Flair
1 Transformersjs & OpenVINO S spaCy
BERTopic ® fastai I ESPnet  Joblib
<4 NeMo € CoreML  TFlLite  OpenCLIP

& Rust  Scikit-learn  fastText KerasHub
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* More easily, you can have a look at sample code

v ¥ deepseek-ai/DeepSeek-R1-Hu X + =

m}
X

< > C @ % huggingface.co/deepseek-ai/DeepSeek-R1 h*d 3 @

'~ Hugging Face Search models, dat # Models Datasets ' Spaces ® Posts ©° Docs (7 Enterprise Pricing ~= K400 Sign Up

~ deepseck-ai DeepSeek-R1 T ©like Follow & DeepSeek

[ TextGeneration @& Transformers & Safetensors  deepseek_v3  conversational  custom_code  fp8 3 ar

# Modelcard ‘I Filesandversions ¢ Community i Q Tainv % peploy~ (i '

[ Use this model
———

Downloads last month
DeepSeek-R1 2,151,776 —’_'M
How to use fromthe = Transformers © library X
deepsecelk o s
Model size 685Bparams  Tensortype BF16-F8_E4M3 F32 A 7 Use a pipeld level helper T Copy

from transformers import pipeline

messages = [
. . y P . w.e om o 2n
* Inference PrOVIderS ~ - TOg' : {"role": "user", "content": "Who are you?"%,
4 pipe = pipeline("text-generation", model="deepseek-ai/DeepSeek-R1", trust_remote_code=True)
[ Text Generation Example

DeepSeek Homepage © Chat DeepSeek R1 & Hugging Face ‘ pipe(messages)
@ Discord DeepSeek Al | ®& WeChat DeepSeek AL deepseek ai
jith deepseek-ai/DeepSeek-R| # Load model tly D Copy

MIT o R v from transformers import AutoModelForCausallM
model = AutcModelForCausallM.from_pretrained("deepseek-ai/DeepSeek-R1", trust_remote_code=True)

Paper Link®

Quick Links

@ Read our learning resources

1. Introduction 4

We introduce our first-generation reasoning models, DeepSeek-R1-Zero and

DeepSeek-R1. DeepSeek-R1-Zero, a model trained via large-scale reinforcement
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Example: The Transformers package

« A useful Python package is Transformers, maintained by Hugging Face
and the community

* Provides many pretrained LLM models, originating from Hugging Face

v = AlexKay/xim-roberta-large-qga- X+ = O X
€« > ¢ M 22 huggingface.co/AlexKay/xIm-roberta-large-ga-multilingual-finedtuned-ru ¥ 3 = @ H
xﬁ,-;- Hugging Face Q. Search models, datasets, user: # Models Datasets Spaces @ Posts  Docs [ Enterprise Pricing ~-= [ET-4L0 Sign Up
How to use fromthe « Transformers @ library X

I
g @& Transformers () JyTorch @ English @ Russian @ multilingual  xim-roberta @ Inference Endpoints
pipe

# Model card 'I= Files and versions @ comsgunity B i ® Trg

8 Alexkay x1m-roberta-large-gqa-multilingual-finedtuned-ru™ ©like @

a e a h evel helper T Copy
transformers import pipeline
89  Question Answer

jon-answering”, model="AlexKay/x1lm-roberta-large-ga-multilingual-finedtuned

# Load model directly

from transformers import AutoTokenizer, AutoModelForQuestionAnswering

T Copy

Downloads last month
311,254 tokenizer = AutoTokenizer.from_pretrained("AlexKay/x1lm-roberta-large-qa-multilingual-finedtuned-z
model = AutoModelForQuestionAnswering.from_pretrained("AlexKay/x1lm-roberta-large-ga-multilingual-

XLM-RoBERTa large model whole word masking finetuned on SQuAD

Pretrained model using a masked language modeling (MLM) objective. Fine tuned on . '
English and Russian QA datasets + Inference Providers 4 Quick Links

#9 Question Answering

@

Read model documentation

Used QA Datasets

This model is not currently aval

@

Read docs on high-level-pipeline
Providers, and the model is not

®

Read our learning resources
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The pipeline function

« API of the Transformers library

How to use fromthe = Transformers @ library X

» Groups all the steps needed to go from
raW text to usable predictionS_ pipe = pipeline("question-answering”, model="AlexKay/xlm-roberta-large-qa-multilingual-finedtuned

T Copy

. .
« The core of a pipeline:
= from transformers import AutoTokenizer, AutoModelForQuestionAnswering

tokenizer = AutoTokenizer.from_pretrained("AlexKay/xIlm-roberta-large-qa-multilingual-finedtuned-r
model = AutoModelForQuestionAnswering.from_pretrained("AlexKay/x1m-roberta-large-ga-multilingual-

—— The model used

Quick Links

« Advantage: Includes all necessary
preprocessing as well as some o o
postprocessing steps related to the

chosen model
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The pipeline function

» Tokenizer » Model » Post Processing »
Raw text Input IDs Logits Predictions
This course [101, 2023, 2607 FOSITIVE: 99.89%
. . ' . ’ -4 3630, 4.6859
is amazing 2003, 6429,999, 102] [ ’ ] MNEGATIVE: 0.,11%
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Text classification:
e Code:

from transformers import pipeline
classifier = pipeline("sentiment-analysis")
classifier([
"I've been waiting for a HuggingFace course my whole life.",

"I hate this so much!"

D

* Output:

[{'label': 'POSITIVE', 'score': ©.9598049521446228},
{'label': 'NEGATIVE', 'score': ©.9994558691978455}]
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Zero-shot classification:
e Code:

from transformers import pipeline

classifier = pipeline("zero-shot-classification™)

classifier(

"This 1s a course about the Transformers library.",

candidate_labels = ['education', 'business', 'politics'])

Output:

{'sequence': 'This is a course about the Transformers library.’,
"labels’: ['education', 'business', 'politics'],

"scores': [©.8719877600669861, ©.09406538307666779, ©.033946868032217026]}
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Named entity recognition:
» Code:

from transformers import pipeline
ner = pipeline("ner", grouped_entities=True)

ner("My name is Sylvain and I work at Hugging Face in Brooklyn.")

* Output:

[{'entity_group': 'PER', 'score': ©.99816, 'word': 'Sylvain', 'start': 11, 'end': 18},
{'entity_group': 'ORG', 'score': ©.97960, 'word': 'Hugging Face', 'start': 33, 'end': 45},
{'entity_group': 'LOC', 'score': ©.99321, 'word': 'Brooklyn', 'start': 49, 'end': 57}

]
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Question answering:
» Code:

from transformers import pipeline
question_answerer = pipeline("question-answering")
question_answerer(

guestion="Where do I work?",

context="My name is Sylvain and I work at Hugging Face in Brooklyn",

* Output:

{'score': ©.6949764490127563, 'start': 33, 'end': 45, 'answer': 'Hugging Face'}
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Summarization:
e Code:

from transformers import pipeline

summarizer = pipeline("summarization")

summarizer(
America has changed dramatically during recent years. Not only has the number of
graduates in traditional engineering disciplines such as mechanical, civil,
electrical, chemical, and aeronautical engineering declined, but in most of
the premier American universities engineering curricula now concentrate on
and encourage largely the study of engineering science. As a result, there
are declining offerings in engineering subjects dealing with infrastructure,
the environment, and related issues, and greater concentration on high
technology subjects, largely supporting increasingly complex scientific
developments. While the latter is important, it should not be at the expense

of more traditional engineering.

)

* Output:

[{'summary_text': America has changed dramatically during recent years . The number of engineer]
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Translation:
e Code:

from transformers import pipeline
translator = pipeline("translation”, model="Helsinki-NLP/opus-mt-fr-en")

translator("Ce cours est produit par Hugging Face.")

* Output:

[{'translation_text': 'This course is produced by Hugging Face.'}]
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How to deal with non-English texts?

Two options:

1. Translate your current text to, for example, English, with pre-trained models

designed for translation

from transformers import pipeline

translator =

translator("Ce cours est produit par Hugging Face.")

2. Use pre-trained models that can handle multilingual texts

8 Alexkay xlm-roberta-large-qa-multilingual-finedtuned-xru ™ ©like 42

pipeline("translation”, model="Helsinki-NLP/opus-mt-fr-en")

89 Question Answering @ Transformers (O PyTorch |@ English @& Russian @& multilinguall xlm-roberta @ Infere

Tasks  Libraries
Other

BEICEEEN | anguages

Filter Languages by name

@ English @& Chinese

@ French

@ Spanish @ German @ Japanese

@ Korean @ Italian @ Portuguese
@ Russian @ Hindi @& Thai
@ Indonesian @& Polish @ Turkish
@ Vietnamese
@ Finnish

@ Romanian @& Swedish

@ Czech @ Persian @ Ukrainian

@ Arabic

@ Dutch @ multilingual

@ Gree

k
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Think out-of-the-box &
surprise us @ the datathon!
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HAVE FUN!I
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